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Project Objectives

Overall Goals:

1. Support industry’s ability to predict CO, storage capacity
In geologic formations to within £30% accuracy;

2. Develop and validate technologies to ensure 99% storage
permanence.

Specific Objectives:

For GCS in environments with permeability (k) heterogeneity:

1. develop lower resolution, cost-effective, and fit-for-purpose models
that can be built with limited data at reduced cost;

2. explore subsurface conditions (offshore Gulf of Mexico) that lead to
gravitationally stable trapping;
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Motivation

A typical CO, storage reservoir:

Physically and chemically heterogeneous at multiple scales, e.g., lamina, bedding,
facies, facies assemblage, formation.

Site characterization data are not sufficient to resolve small-scale reservoir
petrophysical and geochemical variability.

Reservoir heterogeneity is represented at some “homogenization scale”, e.g.

A facies model was used to simulate CO, storage at Sleipner, ignoring sub-facies
heterogeneity.

A formation model was used to evaluate pore pressure from CO, injection into the Mt Simon
sandstone in lllinois Basin, ignoring heterogeneity within the sandstone.

What is the conceptual model uncertainty in CO, modeling?

Is small-scale heterogeneity important for making large-scale long-term
predictions?

Can lower resolution models be useful? And, what are their uses?

We evaluate conceptual models at different resolutions to determine
the condition under which low-resolution models can be used to
evaluate GCS performance metrics. 3



Approach

Based on a reference heterogeneous model (FHM), create facies models
with increasingly reduced k resolutions that capture geologic connectivity
at different scales.

For a range of permeabillity variances (¢, = 0.1, 1.0, 4.5)*, compute
upscaled k for the facies models to reproduce single-phase bulk flow of the
FHM, e.g., average fluid pressure and average flow rate.

For a range of permeability variances (&, = 0.1, 1.0, 4.5), upscale
dispersivity for the facies models to reproduce bulk transport of the FHM,
e.g., dissolved solute plumes and BTCs.

Conduct long-term CO, storage simulation using all models. Compare
performance metrics: dissolution, CO, footprint, CO, leakage, reservoir
pressure.

*k ranges from 1 to 6 orders of magnitude; 4



Approach
5. Develop, test, and verify a Design of Experiment (DoE) and Response
Surface (RS) uncertainty analysis for all models to evaluate:

1. If facies models can capture the “parameter space” of the FHM, i.e., key
parameters that impact the long-term performance metrics.

2. If facies models can capture the “prediction space” of the FHM, i.e.,
uncertainty envelope of each performance metric;

3. Determine an optimal facies resolution for each performance metric.

4, Identify a low resolution model for reservoir analysis in lieu of the FHM.

6. Investigate increasing reservoir depth on storage security: conduct a
global sensitivity analysis to evaluate CO, storage in GOM sediments.

7. Develop upscaling relations for geochemical parameters of the facies
models. Determine optimal resolutions.



Data from the XES facility

XES Prototype experiment (1996)/ —
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http://www.safl.umn.edu/

Conceptual Reservoir Models

Decreasing resolution, decreasing cost

3-unit facies model

8-unit facies model

— LRI

3.2x10% individual k values 8 individual k* values 3 individual k* values

« A 1-unit formation model, where a single k* is computed, is also created.

L,=5,000 m, L,=5,000 m, L,=400 m
N,=251, N,=251, N,=40



Intrinsic Permeability Upscaling

Symmetry

[ (22) <%—‘P>l @ 9 0 0 0 0 0 |
0 0 0 (o) <?,;f>l CON 0 0
0 0 0 0 0 0 (&) <gff>l (@2 | ()
<%@>2<%_@>2<%_@>2 ..... seasa seaa sersaes e CO seapests o
0 0 0 (o) <’1‘,—‘P>2 2 0 0 0 ke
0 0 0 0 0 0 (%) <3,;1’>2 @ || b
e eeaemsemseeeseessessseesssessraseenseennennntnnsrnnernnsennennnenseenhe -
<%@>m<.%@>m<%@>m ..... seae seasne seesenesaneass sasen seaen -
0 0 0o (2 <?,—‘P>m (@2 0 0 ki
0 0 0 0 0 0@, B @, |+
eparenes e S s sereees TR seeenes TR g
0 0 1 0 0 0 -1 0 0
0 1 0 0 0 1 0 -1 0

Zhang et al. (2006) WRR; Li et al. (2011) WRR




Permeability Upscaling & Verification

MRE for predicting the single-phase flow rate is similar to MRE for pressure
prediction. When Ink variance is lower (0.1, 1.0, 4.5), both errors decrease
from those of &, =7.

For a given &, P and flow rate prediction accuracy: 1-unit model < 3-unit
model < 8-unit model.

When &, = 7, optimal resolution is the 3-unit model if we accept ~5% error
iIn P and flow rate. If we reduce the error threshold, a higher resolution
model (i.e. ,8-unit) is required.

When &, = 0.1, the 1-unit model is optimal for identical error thresholds;
When &%, >>1.0, the 1-unit model is inaccurate: it fails to capture k
connectivity which, under high variance, becomes preferential flow.

Optimal resolution depends on user-specified error
thresholds and the underlying system variability.

X flow Y flow Z flow



The plume moments are employed to compare the transport upscaling results as shown i Figure 3. The zero. first and

Dispersivity Upscaling & Verification

second plume moments are defined as:

M= “‘L{ B¢ dxdydz, L, =im‘ﬂ(xp9¢){ﬁaﬁﬁz and <= %“L(XF -L,)(X, - L, JPedxdvd:.

In addition, both the tailing behavior (Figure 4) and the breakthrough curve (Figure 5) of the FHM have been captured

when the variance of In(K) 15 low to modest.
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Figure 3. Evolution of plume moments with time: (a) & (b) mean plume displacements for vanance(InE) = 0.1 and 4 5. respectively: (c) & (d) longitadmal
plume covariances for vanance(lnE) = 0.1 and 4.3, respectively. The black, red, blue and green lmes represent FHM, 1-unit, 3-umt and 2-unit models,

respectively.

(@)

(®)

Figure 4. Particle locations in the simulation domain with (a) variance(InK) = 0.1. and (b) variance(InK) = 4.5. The black, red. blue and green points
represent particles from the FHM, 1-unit. 3-unit and 8-unit models. respectively. The squares consisting of black points represent mitial position. The empty
and the filled cycles indicate particles at time 60 years and 180 years for (a) and 1.28 years and 3.84 years for (b). Only 100 particles are shown in one time

step.
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Figure 5. Breakthrough curve: (a) & (b) at x = 500m for variance(InK) = 0.1 and 4.5, respectively; (c) & (d) at x = 1000m for variance(Ink) = 0.1 and 4.5,
respectively. The black. red. blue and green lines represent FHM. 1-unit. 3-unit and 8-unit models. respectively.
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For a given variance, accuracy in
transport prediction: 8-unit > 3-unit
> 1-unit model;

For o2, up to 4.5, 8- and 3-unit
models can accurately capture the
plume migration pathway, mass
centroid, and plume dimensions;
Optimal resolution: 3-unit model.

For 2= 0.1, all models can
accurately capture transport BTC;
Optimal resolution: 1-unit model.

For o2, = 4.5, only the 8-unit
model can capture some aspects
of transport BTC; Optimal
resolution: 8-unit or higher.

Solute transport is more
sensitive to heterogeneity
resolution. Optimal resolution
depends on the prediction
goal and the underlying
system variability.

Zhang & Zhang (2016) WRR




CO, Storage Modeling

L,=5,000 m, L,=5,000 m, L,=600 m
N,=251, N,=251, N,=60
3.78M grid cells
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CO, Modeling with PFLOTRAN

Multicomponent-multiphase-multiphysics non-isothermal reactive flow and
transport simulator (Multilab open source code: LANL, LBNL, ORNL, PNNL);

Massively parallel---based on the PETSc parallel framework;
= Peta-scale performance
= Highly scalable (run on over 265k cores)

Supercritical CO,-H,0O

= Span-Wagner EOS for CO, density & fugacity coefficient

= Mixture density for dissolved CO,-brine (Duan et al., 2008)

= Viscosity CO, (Fenghour et al., 1998)

= P.assumed zero for viscous (injection) and gravity flow (monitoring);

= Relative permeability (van Genuchten-Mualem) has no residual trapping;
Finite Volume Discretization

= Variable switching for changes in fluid phase

= Operator splitting for modeling transport and reactions

=  Structured/Unstructured grids

Obiject oriented Fortran 2003;

http://www.pflotran.orqg/ 12



http://www.pflotran.org/

Performance Scaling on Yellowstone
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Design of Experiment for CO, Storage

T Gradient

Brine Salinity

Inject rate

Case | (oc/m) (Molal) fcan () (ke/s)
1 -0.025 0 10-175 4
2 -0.025 4 10-175 4
3 -0.05 0 10-175 4
4 -0.05 4 10-175 4
5 -0.0375 2 10-16 2
6 -0.0375 2 10-16 8
7 -0.0375 2 10-1° 2
8 -0.0375 2 10-1% 8
9 -0.025 2 10-173 2
10 -0.025 2 10-175 8
11 -0.05 2 10-173 2
12 -0.05 2 10-172 8
13 -0.0375 0 10-16 4
14 -0.0375 0 10-19 4
15 -0.0375 4 10-16 4
16 -0.0375 4 10-19 4
17 -0.025 2 10-16 4
18 -0.025 2 10-19 4
19 -0.05 2 10-16 4
20 -0.05 2 10-1% 4
21 -0.0375 0 10-173 2
22 -0.0375 0 10-175 8
23 -0.0375 4 10-173 2
24 -0.0375 4 10-17> 8
25 -0.0375 2 10-173 4

ime = 2000 years;

nceptual model ina 3-

Injection rate*

Aluate their parameter &
ariances (0.1, 1.0, 4.5);

A facies model of the
lowest resolution that
can capture the
parameter & prediction
space of the FHM is
considered optimal.

* Injection duration is varied so the
same amount of CO, is injected.




Parameter Ranking

Outcome = dissolution storage at 2,000 years

a?=0.1 o’=1.0 a?=4.5
Model Term Scaled Estimate Plot Estimate Term Scaled Estimate Plot Estimate Term Scaled Estimate Plot Estimate
lunit T Gradient -66525.68 . T Gradient 1555.4917 T Gradient -50947.11 .
Brin Salinity -17979466 ] Brin Salinity -17082310 b Brin Salinity -18280660 b
K Cap 1497108 EEED § K Cap 1860613 EERE | K Cap 1969252 v
Tnj rate 287260.65 N Tnj rate 241458.07 N Tnj rate -104160.2 N
3unit T Gradient -32093.85 T Gradient 27034.642 T Gradient 17782.292
Brin Salinity -15783477 I Brin Salinity -11537619 [ Brin Salinity -9257227 e
K Cap 1460367 RN ¥ K Cap 1767155 EEEN | K Cap 1770883 o
mime | 4082 [0 ] ime | 42150947 [0 ]| piee | ssuss o ]
8unit T Gradient 16158.892 T Gradient 48589.475 T Gradient 60138.433
Brin Salinity -14915585 O Brin Salinity -10880135 0 Brin Salinity -8878195 |_
K Cap 1776827 EEED | K Cap 1745176 EERE | K Cap 1735825 o
e | 34098092 [T e | WOALT [T pwe | 42005133 [ ]
FHM T Gradient 14264.942 T Gradient 39376.7 T Gradient -6628.533
Brin Salinity -14967318 (N Brin Salinity -10393509 [ B Brin Salinity -8334250 ‘I
K Cap 1765641 RN | K Cap 1687305 RN | K Cap 1611689 R |
Inj rate 320034.78 N Inj rate 488939.2 N Inj rate 544649.55 N

Though not capturing the numerical values of the importance statistics of the
FHM, all facies models have captured the correct parameter ranking regardless of
system Ink variance.

For the given ranges of the parameters varied, the most important parameter
influencing dissolution storage is salinity.
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Parameter Ranking

Outcome = total leakage of CO, at 2,000 years

at=0.1 o*=1.0 o*=4.5
Model Term Scaled Estimate Plot Estimate Term Scaled Estimate Plot Estimate Term Scaled Estimate Plot Estimate
lunit | T Gradient | 46942096 [[: [ || TGradient -388487.8 -] ] TGradient | 1419857 S R
Bn Salinity | 1538250 || 7T T T T | ginsalinity | 14242776 [T U7 | [ Bogsalinity]  SO09491 [T T[T
K Cap -76663063 Co | K Cap 73456018 P | | K Cap 81043291 Co | |
e | 266247 [[v [0 UT] pirae | 3308578 [[1 0 [l ] ppe | 3977240 [T
unit T Gradient 543991.63 T Gradient -194952.5 T Gradient -544753.2
Brig Salinity | -18842939 [ : ¢ : || BrinSalinity | 21237658 L c::: | | BrinSalinity | -20641268 S
K Cap -76407790 C | K Cap 70965164 N | K Cap 75600868 C | |
pirate | 2558673 [0 i[iiii[] girate | 2872086 [[v 0 i iiil] ppae | 4702174 Ui
Sunit T Gradient -283710.1 T Gradient -108156.7 T Gradient -162012.8
Brig Salinity | 19111777 B | Brinsalinity | 21175701 [0 : | |BrinSalinity| -20683088 B
K Cap -70108544 Co | K Cap 69845490 Cos | | K Cap 72073598 Co | |
pirate | 2376895 L] mire [ 2710601 L] it | 4294708 [ iin
FHM T Gradient -307085.2 T Gradient -91501.07 T Gradient 121540.03
BunSalinty | 19035197 || 0 [ {10 | prnsaliity | 2082214 || [ 0000 | | pogsaliniy| 20438426 || ([ Ll
K Cap -70111854 I | K Cap 67276691 C | | K Cap 64498465 Co |
Inj rate -2453283 N Inj rate -2954034 N Inj rate -3344799 I

Though not capturing the numerical values of the importance statistics of the
FHM, all facies models have captured the correct parameter ranking regardless of
system Ink variance.

For the given ranges of the parameters varied, the most important parameter
influencing CO, leakage is caprock permeability.



Response Surface Modeling (1-Unit; ¢%,,,=0.1)

Outcome= dissolution storage
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Case 1: isosurface of dissolved CO, at 0.004 liquid mole fraction at 2000
years with{¢? = 0.1 (a - d) and|s? = 4.5 (e -h)

(e) , (f) ;
- k 3-unit .

» In the weakly heterogeneous system, convective mixing is simulated by all models.

« In the strongly heterogeneous system (g2 =4.5), convective mixing is suppressed 18
by the representation of heterogeneity.
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CO, dissolution over time for case 2 (high salinity) and case 1 (low salinity):
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Under high salinity, for all variances, heterogeneity resolution is not important because
convective mixing is suppressed: 1-unit model is optimal.

Under low salinity, for all variances, 1-unit model overestimates dissolution by up to
40% due to enhanced convective mixing; 3-unit model is optimal.
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FHM v. 1-Unit Model Pressure C
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Uncertain Input parameters* Min. Max. Base Distribution

case
Reservoir  Sediment thickness (km) 0.005 0.9 500 Uniform
Property
Mean permeability (D) 0.001 8 1.0 Log uniform
Permeability anisotropy factor 0.01 0.5 0.1 Uniform
Permeability variance 0.0 5.0 0/1.0 Uniform
Horizontal integral scale (km) 0.5 5.0 1.0 Uniform
Mean porosity 0.1 0.42 0.2 Correlated to
perm
Physical Water depth (km) 0.1 4.4 2.5 Uniform
Parameter L
CO, injection rate (kg/s) 0.002 2.0 0.3 Correlated to
depth
Seafloor temperature (°C) 1 20 2 Correlated to
depth
Geothermal gradient (°C/km) 5 50 20 Correlated to
depth

* Based on sediment data collected from 4 GOM sites; temperature and geothermal gradients are from
literature. See detail in Dai, Zhang, Stauffer, et al. (2016) Identification of Gravitational Trapping -
Processes of CO, Sequestration in Offshore Marine Sediments, poster presentation, this meeting.
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See detail in Dai, Zhang, Stauffer, et. al (2016) Identification of Gravitational Trapping Processes of
CO, Sequestration in Offshore Marine Sediments, poster presentation, this meeting. 23



Summary of Progress

« Created high-resolution FHM from an Experimental Stratigraphy; scale it to
Increasing Ink variances (0.1, 1.0, 4.5);

« For each variance, created 3 facies models to with reduced k resolutions;
« Multiscale, multi-variance flow & transport upscaling and verification;
* Multiscale, multi-variance CO, storage modeling using PFLOTRAN:

* Under increasing reservoir variability, conduct DoE and RS modeling;
evaluate optimal resolution for predicting each performance metric.

(1) scaling on petascale Yellowstone supercomputer at NCAR-Wyoming Supercomputing Center.
(2) CO, simulations and uncertainty analysis have used ~12 million core hours.

» |Investigated increasing depth on storage security. Completed a suite of
uncertainty analysis using reservoir parameters from the Gulf of Mexico.

» Developed improved geochemical relations for CO,-fluid-rock reactions.



1.

2.

Key Findings to date

Permeability upscaling successful for facies models that capture
dominant k connectivity in three-dimensions. Accuracy of upscaling is
affected by system variance & user-specified error threshold;

For the simulation assumptions employed in this study and for the
chosen ranges of the uncertain input parameters:

The 1-unit “layer-cake” model is often sufficiently adequate for reproducing
pressure & the extent of scCO, and dissolved CO, footprints, and leakage;

The 1-unit model is inaccurate when:
salinity is low (convective mixing is overestimated)
strength of heterogeneity is high (preferential flow is not captured);

3. The 1-unit model preserves the parameter ranking of the FHM for all system
variances; 1-unit could be optimal for a parameter sensitivity analysis.

25



Key Findings to date

4. Dissolution, leakage, footprint, and pressure can be captured by the 3-unit
model for all system variances; An overall optimal model.

5. Brine salinity is the single most influential factor impacting dissolution while
caprock is the single most influential factor impacting leakage. This finding is
independent of the conceptual models and the system variability tested,;

History matching using fluid pressure & plume sizes alone cannot lead to
the unique estimation of k, as under many conditions, different k
parameterizations (8-, 3-, 1-unit) can match these performance metrics
equally well. Detailed multiphase saturation and CO, breakthrough data
are likely needed.

26



Key Findings to date

Sensitivity analysis with the Gulf of Mexico data:

1. When Ink variance is high, gravitational trapping can be achieved
at a water depth of 1.2 km, extending previously identified self-
sealing conditions requiring water depth > 2.7 km.

2. Strong permeability/porosity heterogeneity can enhance
gravitational trapping.

27



Ongoing Research

Our simulation studies have limitations;

Relative permeability upscaling under different capillary, viscosity,
versus gravity regimes.

Upscaling of geochemical parameters for the ‘facies’ models;

Develop new reservoir inversion techniques to identify and
parameterize facies models without upscaling (Jiao & Zhang, 2016).

28
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Plans for Remaining Technical Issues

« Complete the geochemical upscaling study to evaluate if
HSMs can capture mineral storage when the system
contains significant amount of (homogeneous versus
heterogeneously distributed) reactive minerals.

« Complete the DoE and RS analysis for all static models
with mineral reactions to compare their parameter
sensitivity & prediction uncertainty.

« Evaluate the uncertainty in the EOS, which is relevant for

Identifying suitable conditions for gravity-stable injection
In both onshore and offshore settings.
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Heterogeneity, Physiochemical Coupling,
& Feedback

Base case: No upscaling of geochemical parameters (assume the same
bulk mineralogy and reactive mineral parameters):

 How does the resolution of physical heterogeneity affects flow paths and
therefore reaction sites and rates and ultimately mineral storage?

 How important is the change in porosity due to the reactions? If
Important, then feedback between flow and rxn must be accounted for.

« Common assumptions (e.g., Xu et al., 2003, 2004, 2007; Liu et al.,
2011; Zhu et al., 2013), neglecting the effect of physical heterogeneity,
physiochemical coupling, and (often) porosity-permeability changes and
their feedback with flow.
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Upscaling mineral specific surface areas

1) Issues linking grain size to FHM's permeability distribution:

« Different published sources reported distinct grain size-permeability relationships
for sandstones.

« If any given grain size-permeability relation is used to estimate reactive surface
area, the reactive surface areas for different minerals will be the same, which is not
consistent with detailed laboratory measurements reported in the literature.

2) Issues using surface roughness to distinguish different minerals:

« The calculated reactive surface area using surface roughness is several orders of
magnitude different from the experiment data from the literature.

3) Issues using an empirical formula directly linking grain size to reactive
surface area:

Grain size is no longer a constant value compared to experiment data from the
literature. Therefore, we have to measure grain size for every mineral.

4) Issues using an empirical formula directly linking reactive surface area to Ink:
High uncertainty (ranging form positive, zero, to negative) exists in their correlation.
34



Parallel Simulation for k Upscaling

Test model (0.4M):

ES 7T ] ™ BT T[T 7 [T
Q{m/Yr). 10E02 80BC2 BAE01 SAE+00 4.4E+01 33E+02 qQ(m/Yr). 10802 80E02 B.4E01 5.1E+00 41E+01 33E+02
q_min=0.010 miyr i min=0.010 miyr -
max=334.30 miyr Se"al (IMSL) tmax=334.29 m{yr np—40

X (equiv)=124.91 miyr Kx {equiv)=124.90 miyr

Serial time (calling an optimized IMSL on BigRed at 1U): 1 hour

Parallel time (H2oc.gg.uwyo.edu): 37 sec (64 processors) 35



PFLOTRAN formulations

To model GCS, the following mass and energy conservation equations are solved:

a =
a @Z(PQSRXF) + V- Z(pa}(f{qg - (ppﬂ‘.S{IT{IDﬂVXF) — Si (1)
a a

Q (2)

a =
at v Z('DHSHU”') +(1- (p)p,.(?p_.,.T = Z(QHF)HH{I) — AVT
“ a

@ denotes porosity, and p,, s, . T4, D, Uy H, refer to the density, saturation, tortuosity, diffusion coefficient,
internal energy, and enthalpy of fluid phase «, respectively. Two fluid phases (CO,, brine) will be modeled. The
quantities X;* denote the mole fraction of component i in phase a. The quantities Cp,r and 4 denote the rock heat
capacity and conductivity, respectively. The summation is carried out over all fluid phases present in the system.
The system is assumed locally to be in thermodynamic equilibrium with temperature T(x; t) at position x and time
t. The quantity Q denotes an energy source/sink term.

The quantity Si denotes a source/sink term for the jith primary species describing reaction with minerals given by
Si = — 2XmVimIm , with stoichiometric reaction coefficients v;,,, and kinetic rate I,,, for the mth mineral, taken

as positive for precipitation and negative for dissolution.

The flow rate g, of fluid phase « is given by the extended Darcy's law: G, = —‘t;ﬁ{l?pcJE — pegZz), with intrinsic
4

permeability k, relative permeability k,, fluid viscosity u,, and pressure p, of phase a.
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Code Comparison with TOUTHREACT

1.2

TOUGHREACT: s,
TOUGHREACT: Xgg, -------
TOUGHREACT: Mg 1y ---n---
TOUGHREACT: Mg (o) ]
TOUGHREAGCT: pH ------- ]
PFLOTRAN: s, §
PFLOTRAN: Xoo, —— |
PFLOTRAN: Mgq 0y ——
PFLOTRAN: Mg (ag)

PFLOTRAN: pH —— 7

20 30 40 50
Distance [m]

5.5

| 35
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Uncertainty Factors

Uncertainty factors evaluated for the reactive mineral
end-members:

1. keff of Chlorite (Chl_keff)

2. abundance of Chlorite (Chl_Abund),

3. keff of plagioclase (Plag_Keff),

4. abundance of plagioclase (Plag_Abund),
5. Geochemical database.



Uncertainty Factors

Uncertainty factors evaluated for the fast-reacting
mineral end-members:

1. keff of Chlorite (Chl_keff)

abundance of Chlorite (Chl_Abund),
keff of plagioclase (Plag_Keff),
abundance of plagioclase (Plag_Abund),
Database.

CEEE GO 1N

39



_ Chl_Keff Chl_Abund Plag_Keff Plag_Abund

[
~N

-1

L2
L2
L1
L2
L1
L1
L2
L1
L2
L1
L2
L1
L1
L2
L1
L1
L1
L2
L1
L2
L1
L2
L2
L1

L2
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Changes in Volume Fraction:
Chlorite after 2000 years

Heterogeneous Heterogeneous
Z

4
)\V
x

var{ink) =0.1 var{ink) =4.5 41



Changes Volume Fraction:
Slderlte after 2000 years

Heterogeneous

var(ink) = 0.1 var{ink) =4.5
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Changes Volume Fraction:
Magnesﬂe after 2000 years

Heterogeneous

var(ink) = 0.1 var{ink) =4.5
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Changes Volume Fraction:
without Chlorite after 2000 years
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_ Chl_Keff Chl_Abund Plag_Keff Plag_Abund

[
~N

-1

L2
L2
L1
L2
L1
L1
L2
L1
L2
L1
L2
L1
L1
L2
L1
L1
L1
L2
L1
L2
L1
L2
L2
L1

L2
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Changes in Volume Fraction:
Chlorite after 2000 years

Heterogeneous Heterogeneous
Z

4
)\V
x

var{ink) =0.1 var{ink) =4.5 46






FHM v. 1-Unit Model

(An identical set of DOE dynamic parameters)

Dissolved CO, at the end of monitoring (inj rate= 0.05 Mt/yr):

™ 0% Heterogeneous Zl = 0% Heterogeneous |
“BX A~ g 2

0.006 0.006
. 0.002 I 0.002

Heterogeneous

Injector

|- == " 2 :

/ = 9 Eormation l = % Formation l

11 §& A fE s
Aquifer 5 - = oo - 0o
S “Na
5km
5km
var(lnk) =0.1 var(lnk) =4.5

Under both low and high variances, for the given combination of dynamic
parameters, the 1-unit model can capture plume footprint and fluid pressure
distribution of the FHM well. For these performance metrics, 1-unit model is
sufficient, even though the 8-unit and 3-unit models yield more accurate

predictions (not shown);
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FHM v. HSMs (Dissolved CO: plume)

(An identical set of DoE dynamic parameters)

Dissolved CO, at the end of monitoring (inj rate= 0.063 Mt/yr):
var(lnk) =4.5 ™ 2¢ FHM ;La\ _EE 3“"itx /éa\

0.3
= g,

Injector

Aquifer

5km

Under high reservoir Ink variances, for the given combination of dynamic
parameters, the 1-unit model can capture scCO:2 plume footprint and fluid
pressure distribution of the FHM well. For these performance metrics, 1-unit
model is sufficient, even though the 8-unit and 3-unit models yield more 45

accurate predictions (not shown);



FHM v. 1-Unit Model (Dissolved CO2 Plume)

(An identical set of DoE dynamic parameters)

Dissolved CO, at the end of monitoring

0.018 AT = 0.018 A
0014 Heterogeneous Y 901t Heterogeneous
X u

low salinity
low injection rate

F4 Z
0.018 0.018
0.014 , /éa\ 0014 AT /fg‘j\
Formation % ¥ 0.01 Formation . v

0.006

var(lnk) = 0.1 varllnk) = 4.5

Low salinity (O Molal) &
Low injection rate (0.252 Mt/yr for 10 yr)

Medium caprock permeability 1E-17.5 m? and medium temperature gradient -0.0375°c/m

0.009 - 0.009 A
o007 Heterogeneous 000z Heterogeneous v
0.005 5
0.003 *
= u.u||
-
A e i,
*

igh salinity
high injection rate
Sowe L Fam o~ ]
. x v 0.005 " v
0.003

= -

varllnk) = 0.1 var(lnk) = 4.5

High salinity (4.0 Molal) &
High injection rate (0.063 Mt/yr for 40 yr)
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FHM v. 1-Unit Model (scCO2 Plume)

(An identical set of DoE dynamic parameters)

scCO, at the end of monitoring

-/0.5
/ 0.4
0.3

0.2

- 0.1

™05 Heterogeneous
A |04 N
0.3

0.2

Heterogeneous
z

low salinity
low injection rate

0.5 .
04 Formation
0.3

0.2
= 0.1

var(lnk) = 4.5

Low salinity (O Molal) &
Low injection rate (0.252 Mt/yr for 10 yr)

-’g-i Heterogeneous -’U-g Heterogeneous
- z o F4

high salinity
high injection rate

0.2

High salinity (4.0 Molal) &
High injection rate (0.063 Mt/yr for 40 yr)

Medium caprock permeability 1E-17.5 m? and medium temperature gradient -0.0375°c/m 51



Design of Experiment (1-Unit; ¢%,,=0.1)

Environmental/engineering factors Dissolved CO:2 at 2 time scales

Pattern T_Gradient Brin_Salinity K_Cap Inj_rate DC_EOI DC_EOM
--00 -1 =T 9] U ©.0UETUD . 7[3ETO7
-+00 -1 1 0 0 3.41E+06  1.13E+07
+-00 : 0 0 5.98E+06  4.75E+07
+o0d * The DoE runs for a given 0 0 256E+06  1.89E+07
004 static model use the same |1 -1 5.64E+06  2.04E+07
00—+ .. .. . -1 1 5.13E+06 2.14E+07
00+  Injector, injecting the same 1 -1 3.94E+06  1.72E+07
00+4 amount of CO,, and 1 1  4.09E+06  1.83E+07
-00- : 0 -1 4.80E+06  1.89E+07
-00+ assuming the same BC. 0 1  4.34E+06  2.00E+07
+00- 0 -1 4.79E+06  1.88E+07
+004 , - - 0 1  4.31E+06  1.98E+07
0t Ider_ltlcal DoE is used for all 1 7 oeEi08 4 8eEi0
0—+0 static models. 1 0 5.50E+06  4.66E+07
0+-0 -1 0  4.00E+06  1.27E+07
++ . . 1 2.92E+ 92E+
(_)0_8 » Total simulations = 25 (DoE) |4 8 5.28E+82 2_2OE+8$
-0+0 X 4 (mode|s) X 3 (|nk 1 0 3.91E+06 1.77E+07
+0—-0 : -1 0 527E+06  2.08E+07
+0+¢ variances) =300 1 0 3.89E+06  1.75E+07
0-0- 0 1 0 -1 6.63E+06  4.86E+07
0-0+ 0 -1 0 1  5.92E+06  4.71E+07
0+0- 0 1 0 -1 3.62E+06  1.10E+07
0+0+ 0 1 0 1  3.33E+06  1.18E+07
0000 0 0 0 0  4.43E+06  1.92E+07 52



Parameter Ranking (1-Unit; ¢%,,=0.1)

4 ~|Response DC_EOI

S i | —

OU tcome: 4 Sorted Parameter Estimates
d|SSO|Ved C02 Term Estimate Std Error t Ratio
Brin_Salinity -1455849 4662488 -3122
K_Cap -695494.1 46624.88 -14.92| . | :
Inj_rate 1921517 4662488 412 1 o ¢ [l
Brin_Salinity*Brin_Salinity 236487.8 69937.33 3.38( . :
K_Cap*K_Cap 198258.53 69937.33 2.83 :
T_Gradient*Brin_Salinity -207500 80756.67 -2.57 :
End Of Inj_rate*Inj_rate 160816.72 69937.33 2.30
: H Brin_Salinity*K_Cap 174539.93 80756.67 2.16
InJeCtlon K_Cap*Inj_rate 16715343 8075667 207 . o
T_Gradient 7855098 4662488 168 . . . . |||
Brin_Salinity*Inj_rate 10502544 8075667 130 o |[[:
T_Gradient*T_Gradient -88514.77 6993733  -1.27| . |: ]
T_Gradient*Inj_rate -77324 8075667  -010
T_Gradient*K_Cap -0824175 80756.67 -0.01
4~ Response DC_ EOM
Sorted Parameter Estimates
Term Estimate 5td Error t Ratio
Brin_Salinity -17504594 4394873 -39.83
Brin_Salinity*Brin_Salinity 10830867 6592309 1643| . .
K_Cap 1464021 4394873 333 @ o @ ol
End Of T_Gradient*Brin_Salinity 1850000 761214.3 243 :
1 1 T_Gradient 59463713 439487.3 135 @ ¢ o
Monitoring T_Gradient*T_Gradient 59725977 6592309  091| : @ : ' ||
Brin_Salinity*Inj_rate 5683146 7612143 075
Inj_rate 288895.85 4394873 0.66
K_Cap*K_Cap -332572 6592309 -0.50
Brin_Salinity*K_Cap -220789.7 7612143  -0.29
Inj_rate*Inj_rate -173873.9 6592309 -0.26
T_Gradient®Inj_rate -22957.33 7612143 -0.03
K_Cap*Inj_rate 18943775 7612143 0.02
T_Gradient*K_Cap 15214.875 761214.3 0.02

Prob=|t|

[95]
(W}

0.0150*
0.0246%
0.0402%
0.0516
0.0607
0.1178
0.2178
0.2297
0.9253
0.9905

Prob=>|t|
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CO, Simulation: Mineral Trapping

Reactive minerals in sandstone such as chlorite and plagioclase can
provide cations such as Mg?*, Fe?*, and Ca?*, which are essential
chemical components for forming carbonate precipitates during GCS
(Xu et al., 2012).

The reactions between cations and CO, forms carbonate minerals
(e.g., calcite, siderite, magnesite, and ankerite) to trap CO, as
precipitates.

When modeling mineral storage, uncertainty exists in (1) reactive
mineral volume fractions; (2) reactive surface areas; (3) kinetic rate
parameters; (4) thermodynamic database.

When we have multiple static models, uncertainty also exists in
upscaling geochemical reaction parameters (e.g., mineral volume
fractions, reactive surface areas). =



Bulk Mineralogy (Same for all Static Models)

Mineral
Quartz
Calcite
K-Feldspar
Plagioclase
lllite
Hematite
Chlorite
Albite
Dawsonite
Kaolinite
Siderite
Ankerite
Magnesite
Na-Smectite
Ca-Smectite
Dolomite

Formula

Sio,

CaCoO,

KAISi;Og4

(Nag 75,Cag 25) (Al 25,Si5 75)Og
Ko.6(MGo 25, Al1 g)(Alg 5, Si35)O10(OH);
Fe,O4

(Mg, 5, Fe, 5 Al)(Al, Siz)O,4(OH)g
NaAISi;Oq

NaAICO,(OH),

Al,Si,Oc(OH),

FeCO,

Ca(Mg; 3, Fey7)(CO;),

MgCQO,

Nag 290(Mg 26, Al1 74)(Alg 03, Siz.97)010(OH);

Cag 145(MJg 26, Al 74)(Alg 03, Si3.97)O010(OH),
(CaMg)(COs,),

Init VF (%)
43.04

4.22

15.78

4.07

4.01

1.60

7.19

0

O O O O O o o o

)D



Mineral Mass Balance (1-unit model)

CO, is injected at 10 kg/s for 10 years or 3.1536*10° kg

Mineral [kg CO, ]

1e8

8

Daw
Sid

Time [y]

After 40,000 years,
around 10% of the
injected CO, has
been transformed
to carbonate
minerals
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Deep Storage: Onshore

Onshore simulations using the
Span-Wagner EOS suggest that a
very low geothermal gradient is
needed to develop conditions
suitable for gravity-stable injection.
Such cool conditions may exist in
parts of the continental US. We're
collecting data from these locations
to obtain precise in-situ reservoir T
and P data before repeating the
simulations.

Pressure (MPa)

% 1000 ————————f010__
% 1000 \w.ﬂ\
I 5.0

0.0

71

10 30 50 70 g0
Temperature (°C)
Bachu & Stewart (2002)

] 0 0 ) < <
‘é .\\‘é .:'SS .NSé .«“"3@ .-S‘Sg

Figure 1.5 Temperatures at a depth of 10 km.

MIT (2006)




Deep Storage: Off-shore

Personal
communicatiof
Phil Stauffer, H
(2015); Also, L
et al. (2013)

When gravity stable, caprock for the reservoir is not needed
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